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**Figure 1.** Comparison of our method and Halton sampling for the Chess scene with depth of field. Our method adaptively places samples into the regions of rapid changes (i.e., high-frequency discontinuities or significant depth-of-field effect). Our method provides visually smoother results with slightly lower error in equal time. Sampling density shows projected sample distribution on the image plane.

Abstract

Rendering typically deals with integrating multidimensional functions that are usually solved through numerical integration, such as Monte Carlo or quasi-Monte Carlo. Multidimensional adaptive sampling [Hachisuka et al. 2008] is a technique that can significantly reduce the error by placing samples into locations of rapid changes. However, no efficient parallel version is available, limiting its practical utility in interactive and real-time applications. We reformulate the algorithm by exploiting the fact that different locations can be sampled in parallel to be suitable for modern GPU architectures. We start by placing a fixed number of initial samples...
in each cell of a uniform grid, where these initial samples are subsequently used for error estimation to adaptively refine the cells with higher error. We implemented our algorithm in CUDA and evaluated it in the context of hardware-accelerated ray tracing via OptiX within various scenarios, including distribution ray tracing effects such as motion blur, depth of field, direct lighting with an area light source, and indirect illumination. The results show that our method achieves error reduction by up to 83% within a given time budget that comprises only fractions of a second.

1. Introduction

Realistic image synthesis heavily relies on Monte Carlo integration to simulate various light transport effects [Cook et al. 1984; Kajiya 1986]. A resulting image via Monte Carlo integration is prone to high-frequency noise, which disappears with an increasing number of samples. Hence, to synthesize visually plausible images, it is necessary to use a large number of samples. In real-time or interactive ray tracing, we have a very limited time budget that allows us to trace only a few samples per pixel, which is typically not sufficient. How to simulate light transport correctly and robustly under these limited conditions remains an open question.

Adaptive sampling [Zwicker et al. 2015] is a class of algorithms that concentrates samples at regions of rapid changes, allowing to reconstruct images of the same quality in less time with significantly fewer samples in comparison with standard sampling methods. Adaptive sampling was successfully adapted for offline rendering; however, to our knowledge, the potential of adaptive sampling and reconstruction in the context of real-time or interactive ray tracing is largely unexplored to date.

We speculate that the main reason why adaptive sampling is not often employed for interactive applications is because it is difficult to design an efficient adaptive sampling technique on GPUs. Using adaptive sampling techniques only pays off if the performance gain outweighs the additional overhead due to adaptive sampling and reconstruction. In real-time or interactive ray tracing, the per-sample cost is very low, and thus it is typically challenging to justify the overhead due to adaptive sampling. Adaptive sampling techniques usually keep track of an additional data structure constructed over all samples to efficiently decide where to generate new samples. Due to its adaptive nature, this data structure is incrementally updated as new samples are generated, which is generally problematic to implement on GPUs.

In this paper, we take multidimensional adaptive sampling [Hachisuka et al. 2008] as one of the adaptive sampling techniques successfully applied in offline rendering. The method adaptively samples a higher-dimensional space of Monte Carlo samples using a KD-tree as an underlying data structure for storing samples. The algorithm works iteratively by sampling a single leaf node of the KD-tree at a time, and then employing a priority queue to efficiently find an appropriate leaf node. It significantly
reduces error compared to nonadaptive sampling; however, parallelization of the algorithm is not trivial due to its sequential and adaptive nature.

We revisit and reformulate the multidimensional adaptive sampling method to be highly parallel and thus suitable for GPUs while causing only a small overhead. Our key technical contribution is adaptive sampling of multiple regions in parallel without a priority queue. We borrow some ideas from the efficient construction of acceleration data structures for ray tracing. We apply these ideas in a different context as we build a data structure in a higher-dimensional space of random numbers instead of geometric primitives in 3D. We evaluated the proposed method in the context of hardware-accelerated ray tracing with RTX using OptiX, showing that we can reconstruct images with lower error than the quasi-Monte Carlo integration with Halton sampling given the same time.

2. Related Work

2.1. Adaptive Sampling

The topic of adaptive sampling and reconstruction encompasses many different ideas in rendering, so we mention only the most relevant work. We refer to a survey by Zwicker et al. [2015] for a more comprehensive overview. Mitchell [1987] in his seminal work proposed one of the first adaptive sampling algorithms operating in the image space. This work has led to several follow-up works that perform adaptive sampling in the image space as well [Zwicker et al. 2015].

Different lines of work have explored the idea of performing adaptive sampling in spaces other than the image space. The irradiance or radiance caching techniques [Ward et al. 1988; Krivánek et al. 2005] accelerate rendering of indirect illumination by adaptively sampling points in the object space to cache irradiance or radiance coming onto these points, which are typically stored in a tree-like data structure (e.g., KD-tree) to accelerate spatial queries of the cache. A GPU-friendly modification to irradiance/radiance caching was proposed by several researchers [Gautron et al. 2005; Wang et al. 2009]. They all pointed out the difficulty of maintaining and refining such adaptive data structures on the GPU.

Hachisuka et al. [2008] proposed to adaptively sample the space of input random numbers of the ray tracing process. Unlike irradiance/radiance caching, their method is agnostic to the type of light transport effects. The authors demonstrated applications to motion blur, depth of field, and area light sources. Similarly to irradiance/radiance caching, this method also involves a rather complex process of refinement and construction of a hierarchical data structure. We propose a GPU-friendly modification to this work. Just like the original method by Hachisuka et al. [2008], we demonstrate that our method can support many different types of light transport effects.
More recently, Munkberg et al. [2016] proposed caching and reconstruction in the texture space. Similarly to the method of Hachisuka et al. [2008], this method can accelerate the rendering of many different types of light transport effects. The method assumes the presence of reasonable parameterization of surfaces (i.e., texture space). Our method does not assume the presence of such parameterization.

The reconstruction step in adaptive sampling is closely related to image denoising in the sense that denoising reconstructs a smooth image from a noisy image. Deep learning–based denoisers have become popular in real-time ray tracing as they cope well with noisy estimates at very low sampling rates (e.g., one sample per pixel). Chaitanya et al. [2017] proposed a deep learning–based denoised algorithm based on a recurrent autoencoder for real-time rendering. Kuznetsov et al. [2018] proposed a deep learning–based adaptive sampling and reconstruction, using the same architecture as Chaitanya et al. [2017]. Hasselgren et al. [2020] build on the work of Kuznetsov et al. [2018], replacing initial sampling by warped reprojection to improve temporal stability. Unlike this prior work, we do not employ deep learning.

2.2. Acceleration Data Structures

Our adaptive sampling utilizes recent advances in acceleration data structures for ray tracing. Just like adaptive sampling, acceleration data structures have been extensively studied in the past, so we mention only the most relevant work here. We refer to a recent survey by Meister et al [2021].

In the context of adaptive sampling, we need to build a KD-tree from initial samples, and a KD-tree is often used as an acceleration data structure. Karras [2012] proposed a very fast construction algorithm of bounding volume hierarchies (BVHs) and KD-trees on the GPU based on the sorting of geometric primitives along the Morton curve [Morton 1966]. Our observation is that we do not need to construct and store a tree structure as it is necessary neither for adaptive sampling nor for reconstruction, as we show later. Thus, we generate initial samples on a uniform grid, where the resolution of the grid is given by the number of Morton bits. Vinkler et al. [2017] extended Morton codes by encoding sizes of geometric primitives and using a varying number of bits for different dimensions. In a similar fashion, we use more Morton bits for image dimensions as they need to be sampled more densely to capture important high-frequency details.

Garanzha et al. [2011] proposed a top-down BVH construction algorithm that builds the hierarchy iteratively, level by level, with work queues on the GPU. We refine the tree in the same manner as we adaptively add new samples. Meister and Bittner [2018] proposed a bottom-up BVH construction algorithm on the GPU. The algorithm merges multiple cluster pairs in each iteration. They avoid using the priority queue to determine which cluster pairs to be merged, which is conceptually similar to how we determine which regions to be adaptively sampled.
The reconstruction step, when we reconstruct the resulting image from samples, can be implemented either as gathering or splatting. Gathering is conceptually similar to ray tracing; for each pixel, we traverse the pixel extent to collect all samples contributing to the pixel. Splatting simply projects samples directly onto the corresponding pixels. Though splatting is simpler as it does not require traversing the KD-tree, we need to synchronize accesses to the pixels as multiple threads so that process samples may access the same pixel. Aila and Laine [2009] proposed an efficient stack-based traversal algorithm of bounding volume hierarchies on the GPU with persistent warps and dynamic fetch. Gathering can be efficiently implemented in a similar manner.

3. Multidimensional Adaptive Sampling

We first recapitulate the original multidimensional adaptive sampling [Hachisuka et al. 2008]. Light transport problems can be formulated as definite integrals in the following form:

$$ F(x, y) = \int_{\vec{u} \in U} f(x, y, \vec{u}) d\vec{u}, $$

(1)

where \((x, y)\) is a location on image \(I\), \(\vec{u}\) is a vector of random numbers of integration domain \(U\), \(F(x, y)\) is the pixel value at location \((x, y)\), and \(f(x, y, \vec{u})\) is the function value of the integrand at location \((x, y)\) using vector \(\vec{u}\).

For instance, motion blur can be formulated as a one-dimensional integral over time \(t\) where \(\vec{u}\) is scalar value \(u\) parameterizing time \(t\) such that \(f(x, y, u)\) returns the result of Monte Carlo ray tracing through the pixel at location \((x, y)\) at time \(t\). One can formulate many interesting light transport effects under this formulation such as direct lighting with an area light source (2D integral over the light source), depth of field (2D integral over lens), and indirect illumination (2mD integral over directions for \(m\) bounces). Note that we typically integrate across the pixel extent in practice to account for antialiasing that requires two additional dimensions.

The algorithm operates on the idea of sampling and reconstructing integrand \(f(x, y, \vec{u})\) over the product space \(I \times U\) of image \(I\) and integral \(U\) spaces. We summarize high-level ideas of the algorithm that works in the following three steps.

3.1. Initial Sampling

The algorithm starts by generating a number of uniform random samples in \(I \times U\). The algorithm then builds a KD-tree over those initial samples such that each leaf node contains less than a predefined number of samples.

Each leaf node in the KD-tree corresponds to an axis-aligned hyperrectangle in \(I \times U\) where its first two dimensions define its image extent. We assign a constant
value to each leaf node:

\[ f_{N_k}(x, y, \vec{u}) = \begin{cases} \bar{f}_{N_k} & \text{if } (x, y, \vec{u}) \in N_k, \\ 0 & \text{otherwise}, \end{cases} \]

(2)

where \( \bar{f}_{N_k} \) is the average value of samples in leaf node \( N_k \). Given this partitioning, the KD-tree essentially approximates the integrand \( f(x, y, \vec{u}) \) as a piecewise constant function:

\[ f(x, y, \vec{u}) \approx \sum_{N_k} f_{N_k}(x, y, \vec{u}). \]

(3)

### 3.2. Adaptive Sampling

In the second step, the algorithm estimates the error for each leaf node based on the samples within the leaf node, which roughly measures how the leaf node needs to be refined. In particular, we compute error \( E_{N_k} \) of leaf node \( N_k \) via the contrast metric [Mitchell 1987; Hachisuka et al. 2008]:

\[ E_{N_k} = V_{N_k} \left[ \varepsilon + \frac{1}{n_{N_k}} \sum_{(x_i, y_i, \vec{u}_i) \in N_k} \frac{|f(x_i, y_i, \vec{u}_i) - \bar{f}_{N_k}|}{\bar{f}_{N_k}} \right], \]

(4)

where \( V_{N_k} \) is the hypervolume of leaf node \( N_k \), \( n_{N_k} \) is the number of samples in leaf node \( N_k \), \( (x_i, y_i, \vec{u}_i) \) are coordinates of the \( i \)th sample in leaf node \( N_k \), and \( \varepsilon \) is a small positive constant. Based on these errors, the algorithm then selects a leaf node with the highest error, generates new sample within a bounding sphere centered around the leaf node, and splits the node if the maximum capacity is exceeded. A priority queue is employed to efficiently find the leaf node with the highest error. The addition of \( \varepsilon \) ensures that the error is nonzero even when all the samples in a leaf happen to have the same value, leaving a possibility of being split when its volume \( V_{N_k} \) is large enough.

### 3.3. Reconstruction

In the last step, the algorithm analytically integrates the piecewise approximation given by Equation (3) to estimate \( F(x, y) \) using a Riemann sum over the per-leaf estimates that projects onto image location \((x, y)\):

\[ F(x, y) \approx \sum_{\substack{N_k \subseteq P_k, \ \bar{x}, \bar{y}} \in P_k} \frac{V_{N_k}}{A_{P_k}} \bar{f}_{N_k}, \]

(5)

where \( P_k \) is a projection of the hyperrectangle of node \( N_k \) onto image \( \mathcal{I} \) and \( A_{P_k} \) is the area of this projection. To estimate integrals for all the pixels simultaneously, we can either gather values \( \bar{f}_{N_k} \) for each pixel or splat values \( \bar{f}_{N_k} \) onto the corresponding pixels.
3.4. Antialiasing

The original algorithm evaluates value $F(x, y)$ only at a single point on the image plane using Equation (5). In practice, we want to account for variation in the image plane across the pixel extent:

$$I_{i,j} = \int_{y_j}^{y_{j+1}} \int_{x_i}^{x_{i+1}} F(x, y) \, dx \, dy.$$  \hfill (6)

To estimate $I_{i,j}$, we use the approximation from Equation (5) multiplied by the area of the intersection of projection of the node $P_k$ and pixel extent $P_{i,j}$:

$$I_{i,j} \approx \sum_{N_k} \frac{V_{N_k}}{A_{P_k}} A_{P_k \cap P_{i,j}} \bar{f}_{N_k},$$  \hfill (7)

where $P_{i,j} = [x_i, x_{i+1}] \times [y_j, y_{j+1}]$ is the pixel extent and $I_{i,j}$ is a value of the corresponding pixel.

4. Parallel Multidimensional Adaptive Sampling

We explain our parallel version of multidimensional adaptive sampling suitable for GPU ray tracing. The key observation is that the information from the KD-tree is used only as partitioning of the domain at the reconstruction step. We thus do not need to store an entire KD-tree, but can store only the last level consisting of leaf nodes that form the partitioning of the domain. Similar to the original algorithm [Hachisuka et al. 2008], our algorithm consists of three steps: initial sampling, adaptive sampling, and reconstruction.

4.1. Initial Sampling

We start by subdividing the space into a uniform grid, where the resolution of the grid is determined by the number of dimensions $d$ of the space and the number of Morton bits $b$ for each dimension. To sample the image space axes more densely, we use extra bits $e$ for each image axis [Vinkler et al. 2017]. These extra bits correspond to higher-order bits in the Morton code followed by bits of all the dimensions (including image dimensions). We sample each cell uniformly using $l$ samples where $l$ is less than or equal to the maximum number of samples per leaf. Hence, the total number of initial samples is $2^{(db+2e)l}$. Figure 2(a) illustrates this step.

The grid cells are processed in parallel, each by one thread such that its index corresponds to the Morton code. First, we determine the cell coordinates by extracting corresponding bits from the Morton code. Using the cell coordinates and the resolution of the grid, we determine the bounding box of the cell and generate $l$ samples uniformly distributed in this bounding box. The grid cells correspond to the initial
4.2. Adaptive Sampling

Adaptive sampling is done iteratively where multiple nodes are processed in parallel. Each iteration consists of two passes. In the first pass, we compute the error in the same manner as in the original algorithm (see Equation (4)). We also track maximum error $E_{\text{max}}$ that we will use in the next pass to determine whether the node will be
sampled or not. The maximum error can be easily computed using parallel reduction.

In the second pass, we perform adaptive sampling itself. We use stochastic sampling to select nodes to be sampled. We allow to sample node \( N_k \) only if \( \left( \frac{E_{N_k}}{E_{max}} \right)^\alpha \geq \xi \), where \( \xi \) is a uniformly distributed random number in \([0, 1)\) and \( \alpha \) is a nonnegative number, one of the parameters of the algorithm that controls the number of nodes to be sampled. If \( \alpha \) is close to zero, almost all nodes will be sampled, which is similar to uniform sampling. With increasing \( \alpha \), the number of sampled nodes decreases, focusing on those with higher error values. Notice that the node with the maximum error always passes this test regardless of \( \alpha \) to make sure that at least one node is sampled per iteration. As the error is always positive (see Equation (4)), each node has a nonzero probability to be sampled.

If the node passes this test, we use the best candidate method to determine a new sample; the best candidate method maximizes the Euclidean distance to the closest sample point considering only samples within the bounding box. After adding a sample to the node, if the maximum capacity is exceeded, the node is split along its maximum extent using the object median split (i.e., samples are split into two halves of roughly the same size) [Meister et al. 2021]. This step performs two parallel prefix scans: one to determine storage locations of new samples and one to determine storage locations of new nodes. The left child then overwrites the current node, and the corresponding prefix scan value determines the storage location of the right child. This process is repeated until a predefined number of samples is reached (see Figure 2).

4.3. Reconstruction

The reconstruction algorithm uses splatting to process all the nodes in parallel. A projected bounding box of each node onto the image plane determines the pixels for splatting. For each pixel, the pixel extent is projected to the domain, resulting in a bounding box that spans across all other dimensions. The intersection of the pixel bounding box and the node bounding box results in another bounding box. The algorithm multiplies the average value of the samples in the node by the hypervolume of this bounding box, which corresponds to one term of the sum in Equation (7). This value is atomically added to the corresponding pixel, using three atomic additions (one for each color channel). Note that we also tried gathering, but it was slower than splatting, requiring more memory as we need to store the tree structure to collect the corresponding samples for each pixel.

4.4. GPU Implementation

Our algorithm can be easily implemented via general-purpose GPU computing APIs such as CUDA or OpenCL. The whole algorithm may consist of four kernels: initial sampling, error computation, adaptive sampling, and reconstruction. Each kernel
processes nodes and samples. Two buffers store sample coordinates ($d$ floats) and values (3 floats), and four buffers store sample indices ($l$ ints), bounding boxes ($2d$ floats), seeds (1 int), and error values (1 float). The error computation kernel retains the errors from the previous iterations and recomputes them only for new nodes. We have found that this optimization saves a significant portion of the computation time. A warp-wide prefix scan with one atomic addition per warp determines the storage locations of new nodes and samples, which is more efficient than a full prefix scan. We compute the maximum error across the nodes in a similar manner using the atomic maximum operation.

5. Results

We implemented our algorithm in CUDA 11.5 and OptiX 7.2. All experiments were executed on a PC equipped with the RTX 3080 Ti GPU. We evaluated the proposed method in the context of hardware-accelerated ray tracing with RTX simulating various stochastic effects, including motion blur, depth of field, direct lighting with an area light, and indirect illumination. Our implementation builds on the OptiX SDK samples, where each effect corresponds to one sample project. Our modification to each sample is limited to simply supporting the proposed method without any low-level optimization specific to each. The reference images are rendered by quasi-Monte Carlo integration with a Halton sampler with random toroidal shift. The error metric is relative mean squared error (RelMSE), where each squared difference is further divided by the sum of the squared reference value and a small value ($10^{-2}$) to better emphasize visual differences. No subsampling of light sources is done.

5.1. Parameter Settings

As the original method, we can configure the number of candidates in the best candidate sampling and the maximum number of samples per node. We can also set the scaling factor of the image dimensions, which causes the image dimensions to be split more frequently as we use the maximum extent heuristic for splitting the node, and thus the image extent will be sampled more densely. The scaling factor is a fraction of the image resolution. For example, using scaling factor 1/16 and image resolution $1024 \times 768$, the image axes are scaled by $1024/16 = 64$ and $768/16 = 48$.

Unlike the original algorithm, the number of initial samples is given by the number of Morton bits, extra bits for image dimensions, and the number of initial samples per cell (Section 4.1). The number of extra bits emulates the scaling factor for initial samples (i.e., more bits result in a grid with a finer resolution for image dimensions). Note that the extra bits and scaling factors are used exclusively to each other; extra bits are used only for the initial sampling, while the scaling factor influences only the adaptive sampling.

One can set an arbitrary value for the average number of samples per pixel in our
Our method  Halton sampling
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Our method 6 samples per pixel
Render time 13 ms
RelMSE $3.46 \times 10^{-3}$

Halton sampling 6 samples per pixel
Render time 12 ms
RelMSE $5.61 \times 10^{-3}$

Figure 3. Comparison of our method and Halton sampling for the Pool scene with motion blur. Our method produces results with less noise, especially in regions with a significant motion blur effect.

algorithm. The product of this average number and the number of pixels is roughly equal to the total number of samples. In practice, the actual total number of samples can be slightly larger as each iteration generates multiple samples in parallel. The parameter $\alpha$ controls the number of samples generated in each iteration (Section 4.2).

In all the test cases, we used four candidates in the best candidate sampling and the maximum of four samples per node and four initial samples per cell. We tuned the other parameters per individual effects and test scenes by exhaustively searching over many different configurations. Table 1 summarizes the parameters.

### 5.2. Motion Blur

Motion blur uses one extra dimension for the time beside two dimensions for the image domain. Figure 3 shows an equal time comparison of our method and Halton sampling for the Pool scene rendered in image resolution $1024 \times 1024$ with nine directional lights. Since OptiX does not support nonuniform time intervals for motion blur, we resampled the input transformation sequence into 11 uniform samples to emulate nonuniform time intervals. Our method concentrates samples into regions with strong motion, providing results with less high-frequency noise while using fewer samples than Halton sampling (39% lower RelMSE).

### 5.3. Depth of Field

Depth of field uses two extra dimensions to sample an offset for ray origin in order to achieve a defocus blur. Figure 1 and Figure 4 show equal time comparisons for the Chess and Bistro scenes, respectively. The Chess scene was rendered in image
Our method | Halton sampling
---|---
8.99 samples per pixel | 9 samples per pixel
Render time 342 ms | Render time 331 ms
RelMSE 2.69e–03 | RelMSE 5.86e–03

Figure 4. Comparison of our method and Halton sampling for the Bistro scene with depth of field. Our method provides images with lower error and less noise, particularly in the background that exhibits a strong depth-of-field effect. Notice that our method uses even more samples than Halton sampling thanks to our efficient initial sampling phase.

5.4. Direct Lighting

Direct lighting with an area light source uses two extra dimensions for sampling a point on the light source. Figure 5 shows the equal time comparison for the Dragon and Cobblestone scenes rendered in image resolution $1024 \times 768$ and $1920 \times 1080$, respectively, using one area light in both cases. In the case of the Dragon scene, we were not able to achieve lower error than Halton sampling (52% higher RelMSE). The reason is that Halton sampling converges very quickly and the sample cost is relatively low; we evaluate only one light sample on the area light source per sample. In this case, the overhead of adaptive sampling outweighs its improvement. The Cobblestone scene contains finely-tessellated geometry with a high-frequency texture. In this case, our method achieves slightly better results than Halton sampling (3% lower RelMSE).
Figure 5. Comparison of our method and Halton sampling for the Dragon and Cobbledstone scenes with direct lighting by an area light. The Dragon scene is rather a failure case. The reason is that overhead caused by our method outweighs the performance gain of adaptive sampling.

5.5. Path Tracing

We used path tracing with the next event estimation with one point light source. Because we use a point light source, we need only two extra dimensions per bounce to sample outgoing directions. Figure 6 shows the equal time comparison for the Cornell Box and Breakfast scenes. The Cornell Box scene was rendered in image resolution \(1024 \times 1024\) with two indirect bounces. The Breakfast scene was rendered in resolution \(1024 \times 768\) with one indirect bounce. In both cases, our method is able to use even slightly more samples than Halton sampling, similar to the Bistro scene. As
Table 1. Configuration of our test cases (top) and breakdown of times for different phases of our method (bottom). The effects are motion blur (MB), depth of field (DOF), direct lighting with an area light source (DL), and path tracing with indirect illumination (PT).
Our method | Halton sampling
---|---
8.08 samples per pixel | 6 samples per pixel
Render time 21 ms | Render time 21 ms
RelMSE 1.49e–02 | RelMSE 1.07e–01
9.09 samples per pixel | 8 samples per pixel
Render time 23 ms | Render time 23 ms
RelMSE 4.03e–02 | RelMSE 7.70e–02

Figure 6. Comparison of our method and Halton sampling for the Cornell Box and Breakfast scenes with indirect illumination. Because the indirect illumination influences the whole image, our method significantly reduces error practically in all regions. In both cases, our method achieves a higher sample count than Halton sampling thanks to better utilization of parallel resources.

Figures 4 and 6). The most time-consuming part is adaptive sampling. Though each iteration is relatively fast, as adaptive sampling is done in multiple iterations, it takes a significant portion of the total time. In typical scenarios, we can afford only a few iterations, which is usually sufficient to achieve good results. The number of iterations needed does not depend only on the parameter $\alpha$ but also on other parameters such as the number of initial samples and the number of desired samples per pixel. The reconstruction phase does not have any parameters, and its time complexity is given by the number of pixels and the total number of samples. The total time needed for
6. Discussion and Limitations

We discuss the limitations of the proposed method and compare it to the original algorithm [Hachisuka et al. 2008].

6.1. Limitations

Our parallel algorithm shares limitations with the original sequential algorithm. Theoretically, multidimensional adaptive sampling can be used for an arbitrary number of dimensions. In practice, it is only applicable for low dimensions (e.g., 3D to 6D) partially due to the efficiency of the KD-tree. Another problem is that different dimensions may require different number of samples (e.g., image space versus time). We account for this fact by scaling the image axes relative to the others. This simple technique is less ideal. For example, some dimensions may be part of a lower-dimensional manifold embedded in the higher-dimensional space (due to hitting a background or using techniques such as Russian roulette). In this case, uniformly scaling each axis is likely suboptimal.

Compared to simple Monte Carlo rendering, our method needs to store additional data in memory. This storage requirement can severely limit the maximum number of samples on GPUs. The storage cost for one sample in our implementation is 72–108 bytes (depending on the number of dimensions), including KD-tree nodes, bounding boxes, sample indices, sample coordinates, sample values, errors, and seeds. Similarly to the original algorithm, we could circumvent this issue by splitting the image
Figure 8. Comparison of results without denoising (left) and with denoising (right). Traditional denoisers excel in improving uncorrelated estimates provided by Halton sampling; however, they have no influence on the results provided by our method.

Our method is not always better than Halton sampling. The cost of taking one raw sample must be high enough to justify the additional overhead in our method. An example of such a failure case is the Dragon scene with direct lighting (Figure 5). Besides direct lighting with an area light source, we also tested ambient occlusion in this scene. Both effects are fairly inexpensive to compute than other effects and typically converge after a small number of samples, making our method less effective.

Denoising works very well with uncorrelated estimates provided by Monte Carlo or quasi-Monte Carlo integration. We conducted an experiment with the OptiX denoiser [Chaitanya et al. 2017] to see how it copes with the output of our method (see Figure 8). We can see that the denoiser has practically no effect on correlated estimates in our method as the denoiser is trained for the uncorrelated estimates. A different method [Back et al. 2020] that supports correlated estimates would be necessary for our method.
6.2. Differences from the Algorithm by Hachisuka et al.

The original algorithm [Hachisuka et al. 2008] was designed in the context of offline rendering, where rendering times range from hundreds to thousands of seconds. In such a case, the sample cost is relatively high, and thus it pays off to use fewer high-quality adaptive samples instead of more uniform samples. In our case, we compete with hardware-accelerated ray tracing, where the per-sample cost is very low, taking only a few milliseconds. In other words, we cannot afford to spend too much time on adaptive sampling; otherwise, its cost outweighs the benefits. We were thus forced to implement some simplifications and changes in the design of our algorithm to increase efficiency at the cost of slight degradation in quality.

In the initial sampling phase, the original algorithm constructs a KD-tree from the initial samples. In our case, our method generates samples directly on the uniform grid such that the grid cells correspond to the leaf nodes. We do not store the interior nodes and keep only the leaf nodes, and thus there is no need to construct this initial tree. The results with initial samples in our algorithm are already better than the results with uniform and independent samples in the original algorithm, because of stratification and extra bits used for the image axes in our initial samples. Another positive side effect is that the rays induced by our initial samples are more coherent [Meister et al. 2020]. Moreover, the number of initial rays is not limited to a multiple of the image resolution, which helps to utilize computational resources better.

In the adaptive sampling phase, the original algorithm employs a priority queue to determine the leaf node with the maximum error. Using the priority queue is not suitable for parallel processing due to its sequential nature. Our algorithm does not use the priority queue and computes the maximum error using parallel reduction in each iteration that is subsequently used to determine nodes to be sampled.

The original algorithm samples a slightly larger extent than just a bounding box of the leaf node. Hachisuka et al. proposed to sample as a bounding sphere to spill samples into neighboring nodes, which increases the chance to capture important features. This approach is not suitable for parallel processing as multiple samples might be inserted into the same leaf node in parallel. Though it is possible to utilize atomic locks to prevent such conflicts, we have found that it causes significant overhead.

A possible solution would be to “spill” the error into the neighboring nodes to avoid using atomic locks. This process can be done efficiently as a gather operation similarly to filtering. This approach, however, leads to less accurate sampling of important features as samples are also placed into regions that would not be sampled otherwise. A practical implementation of this approach would need to perform a range search to find the neighboring nodes, which requires the tree structure and causes additional overhead.

Instead, we decided to use the simplest solution, which is to sample only the extents of the bounding boxes. For the best candidate method used in the original
algorithm, we consider only samples in the leaf node to further speed up the sampling process.

In the reconstruction phase, our algorithm does not account for the anisotropic behavior of the function as in the original algorithm. Nonetheless, this part of the original algorithm requires expensive estimation of gradients, and thus it is not suitable for real-time or interactive rendering. We also simplified the evaluation of the function value in a leaf node using the average value of samples in the leaf node instead of performing an additional nearest-neighbor search as in the original algorithm. Our method integrates over the pixel area compared to the original algorithm that evaluates the function value in the center of a pixel (see Section 3).

The original algorithm may miss some important features due to insufficient initial samples. For instance, if all samples in a leaf node have the same value, then the error is close to zero (cannot be zero due to ε), even the function within the cell may not be constant. These features will also be missed in later stages as the algorithm focuses only on regions with high error. Our method uses a stochastic approach such that every node has a nonzero probability of being sampled further. Thus, the error progressively disappears with an increasing number of adaptive samples, unlike the original algorithm.

7. Conclusion

We successfully adapted multidimensional adaptive sampling in the context of interactive and real-time ray tracing. We reformulated the original algorithm [Hachisuka et al. 2008] to be suitable for modern GPU architectures. We exploit the fact that we do not need to store the whole KD-tree, which allows us to simplify the algorithm significantly. In particular, we generate initial samples within the cells of the uniform grid that are subsequently used as an initial partitioning of the domain. This approach is simple yet efficient, and also the initial samples are well distributed. We proposed a simplified reconstruction algorithm based on splatting samples onto the image plane, relying on efficient implementation of atomic operations in modern graphics hardware. We applied the proposed method to various stochastic effects, including motion blur, depth of field, ambient occlusion, and indirect illumination. We evaluated our method in the context of hardware-accelerated ray tracing via OptiX, achieving significant error reduction (up to 83%) in comparison with Halton sampling within a limited time budget comprising only fractions of a second.
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